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Abstract

Due to the experimental difficulties brought about by high pressure and temperature growth conditions, flow and heat transfer in

industrial hydrothermal autoclaves for the growth of single quartz crystals have been studied mostly numerically. To date, most of

the numerical models and associated results are not experimentally validated; only qualitative validation data from experiments

done during actual crystal growth production is partly available. In this study, the authors used a model simulated reactor repre-

sented by an enclosure with two lower half sidewalls uniformly heated while the upper half sidewalls are uniformly cooled. Flow

structures in the reactor are qualitatively visualized using full field flow tracking; particle image velocimetry (PIV) is used for quan-

titative velocity pattern evaluation. Based on the physical setup and experimentally determined boundary conditions, flow is numer-

ically simulated and the corresponding model is validated through comparison to the experimental results. The ensuing parametric

studies show the changing of flow patterns and velocity magnitudes for a variety of enclosure aspect ratios.

� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Hydrothermal growth is currently the industrial

method of preference to obtaining high quality piezoe-

lectric single crystals (Byrappa, 1994; Buisson and Ar-

naud, 1994). The growth mechanism provides for low

quality raw material pellets to dissolve under specified

pressure and temperature conditions into a solution

and generate, by nutrient deposition on special seeds
(Laudise and Nielsen, 1961), high quality single crys-

tals. The growth process is carried out in hydrothermal
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autoclaves where the raw material is located in a lower
chamber, while seeds are hung in a connecting upper

one (Laudise, 1970). Fluid super-saturation differences

caused by a temperature differential and the ensuing

natural convection process drive the solute nutrient

material around the seeds and cause their growth (Kli-

pov and Shmakov, 1991). Industrial growth practice

shows that the nature and patterns of solution flow in

autoclaves are critical to the quality, growth uniform-
ity, and growth rates of the synthetic crystals (Klipov

and Shmakov, 1991; Reid, 2003). Due to the difficulties

encountered experimentally at high-temperature and

especially high-pressure growth conditions (100–

200MPa, 350–450 �C), the flow of solution in industrial

hydrothermal autoclaves is studied mainly numerically
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Nomenclature

A surface area of the two lower (or two upper)

heat exchangers
g gravity

H height of the enclosure

L height of the heater exchanger

NuL Nusselt number based on heater height

Q total heat transfer rate between upper and

lower heaters

RaL Rayleigh number based on heater height

RaW Rayleigh number based on enclosure width

W width of the chamber
DT temperature difference between lower and

upper heaters

Greeks

a total heat transfer coefficient

b thermal expansion coefficient

m fluid kinematic viscosity
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and then used in a predictive and extrapolating mode

(Roux et al., 1994; Chen et al., 1999; Li et al., 2002,

2003). However, many of the numerical models used

to date are not validated by experimental data and thus

their predictions may not be reliable in setting or scal-

ing up an autoclave based crystal growth process. Most

common enclosure geometries provide for (i) the oppo-

site side walls to be heated and respectively cooled and
(ii) the bottom wall to be heated while the top one is

cooled (Braun et al., in press). Flows in a cylindrical

enclosure were studied as well for the thermosyphons.

Lighthill (1953) solved theoretically the natural convec-

tion flow equations with a two-dimensional laminar

model. In his model there is no fluid transport across

the median plane and heat transfer from the lower to

the upper half occurs by conduction only. Japikse
and Winter�s (1970) model is also a laminar one. They

studied the transport mechanism at the mid-height

plane and visualized the ensuing three-dimensional

flow. Mallinson et al. (1981) studied the three dimen-

sional flow in a rectangular enclosure when the flow

was laminar and steady. All studies mentioned above

have been conducted in the steady laminar flow regime.

Experimental flow visualization and heat transfer stud-
ies where the lower half of the enclosure is hot and

upper half is cold under unsteady laminar and/or tran-

sition regimes have not been documented in the litera-

ture to date.
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Fig. 1. Schematic of the experimental system.
2. Scope of work

In this paper we shall investigate the flow in unsteady

laminar and/or transition regimes and visualize the flow

qualitatively using quantitative information generated

by a full flow field visualization method. An experimen-

tal device is set up to model realistically the flow in

hydrothermal autoclaves. Besides gaining information

regarding flow in such environments, these experiments

are used to provide initial and boundary conditions to a
numerical model that is used first in a validating and

then in a predictive mode.
3. The experimental facility

3.1. The system facility

A schematic of the experimental system is shown in

Fig. 1. The system contains a test section connected to

a set of constant temperature circulating baths. The

two separate water baths supply constant high tempera-
ture water at TH = 35 �C to the two lower-half heaters

and constant low temperature water at TL = 25 �C to

the two upper-half heaters, respectively. For each pair

of heaters, water flow rates are kept the same by using

connecting tube networks with similar flow resistance.

The same flow rate in the lower- and upper-half heaters

set up a symmetric heating pattern for the fluid in the

test enclosure. Uniform temperatures on the heater sur-
faces are achieved by keeping large water flow rates

through the heaters in order to minimize the tempera-

ture rise in the heating (cooling) agent. The laser and

camera section includes a laser as a light source, a group

of lenses, and a high-resolution video camera that

images the flow. The data acquisition and image

processing section reads the temperatures from the ther-

mocouples, acquires and stores images from the video
camera, and generates both quantitative flow velocity

and temperature data.



Fig. 2. Schematic of the test section.
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Fig. 3. Locations of thermocouples on the heat exchanger surfaces.
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3.2. The laser and vision system

Various embodiments of the visualization system

used in these experiments have been described previ-

ously in great detail (Braun et al., 1990a, b). The system,

Fig. 1, contains a high-power, 5W, Argon-Ion continu-
ous wave laser, a combination of cylindrical lenses that

transform the cylindrical beam of light into a coherent

light sheet that is approximately 0.020 in. (0.5mm) thick,

and an image recording system. The fluid is seeded with

5–20lm magnesium oxide particles. A modified digital

Pulnix camera allows either interlaced or non-interlaced

viewing of the illuminated plane in the fluid, at a fre-

quency of 30Hz, which is the NTSC standard image
sampling frequency. The camera-lens system has been

configured as a long distance microscope (LDM), thus

simultaneously allowing both a large working distance

(10–25 in./254–635mm) and high magnification (up to

·400). The laser, while not synchronized with the cam-

era, was used in either an externally strobed mode at fre-

quencies that were even multiples (120, 240Hz) of those

of the camera, or a non-strobed mode. The digital video
camera, which is focused on the plane of the light sheet,

obtains continuous videos, or snapshot images of the

tracing particles. Videos and images from the camera

are transferred into a PC, RAM based data acquisition

system (and to an analog tape) and computer-processed

to obtain the velocity data.

For the visualization of the temperature field we are

using Thermochromic Liquid Crystals (TLC) as seeding
particles. These almost-neutrally buoyant encapsulated

particles have the property of changing colors with tem-

perature and are best illuminated with a Xenon white

light-sheet source. The crystals are designed to be active

for a certain temperature range and the colors change

continuously across the spectrum from red (cold) to blue

(hot). The narrower the temperature range is, the higher

the resolution of the color/temperature bands become.
The qualitative fluid flow patterns and associated

quantitative velocity fields were visualized using magne-

sium oxide micro-particles illuminated by the laser

source described above. The usage of these particles en-

sured a high resolution of pattern visualization and al-

lowed the particle velocimetry software to determine

with a high degree of precision the local flow velocities,

both in the wall layers and the central core.

3.3. The test section

The configuration of the test section is shown in Fig.

2. The central section is a Plexiglass box, 368mm high,

216mm wide, and 89mm thick. The wall thickness is

13mm. The inside surfaces of the bottom and back walls

are painted flat black in order to eliminate light reflec-
tion and glare into the camera lens. The test box is sand-

wiched between two separate sets (of two heaters each)
of flat surface heat exchangers (HE) that provide the

driving temperature differentials for the test fluid. The

upper section is formed by two parallel and opposite

low temperature HEs, while the lower section contains
two similarly placed high temperature HEs. The HEs

are insulated on their air-exposed side to reduce heat

loss to the environment. In order to monitor tempera-

tures of the test liquid/HE surface interface, flat wire

thermocouples (1.57E�4mm thick) were installed, as

shown in Fig. 3. On the left hand side there are eight

thermocouples arranged in a vertical formation along

the centerline to check vertical temperature uniformity.
Thermocouples 9, 10 and 11, 12 respectively, are meas-

uring the horizontal temperature uniformity, while ther-

mocouples 13 and 14 are mounted at mirror locations,

to 3 and 6, on the right side HEs. This arrangement

has been chosen to confirm that the two upper HEs

and two lower HEs provide symmetrical heating.
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4. Numerical models

For purpose of comparison, we shall present both,

two and three-dimensional models for flow pattern sim-

ulation. Thus, Fig. 4a presents the two-dimensional (2-

D) physical embodiment while, Fig. 4b presents the
three-dimensional (3-D) one. Fig. 4c, details the location

of the vertical cross sectional plane Z0 in which experi-

mental and numerical results will be later presented. In

both models every surface that represents a boundary

to the fluid domain is lettered as shown in Table 1(a)

and (b) respectively. The temperature boundaries on

the HE surfaces are assumed to be uniform and the tem-
Fig. 4. Schematic of the domain and boundaries for the numerical

models: (a) the 2-D model, (b) the 3-D model, (c) visualization plane in

the 3-D model.

Table 1

Panel (a): Boundary conditions for surfaces shown in Fig. 4a. Panel (b): Bo

Location Surface

Panel (a)

Top and bottom ab, gh

Upper heaters ac, bd

Lower heaters eg, fh

Wall between heaters ce, df

Panel (b)

Top and bottom ABB 0A0, GHH0G 0

Front and back ABHG, A 0B 0H 0G 0

Upper heaters AA 0C 0C, BB 0D 0D
Wall between heaters CC 0E0E, DD0F0F
Lower heaters EE 0G 0G, FF 0H 0H
peratures measured by the thermocouples are used to

establish the thermal levels of these boundaries. Due

to their low thermal conductivity, the top and bottom

walls of the Plexiglass box, ((ab) and (gh) for the 2-D

model, and ABB 0A 0 and GHH 0G 0 for the 3-D model),

are considered to be adiabatic. Further, for the 3-D
model, the vertical enclosure walls, ABHG and

A 0B 0H 0G 0 are considered to be adiabatic. For both the

2-D and 3-D models, the full Navier–Stokes and energy

equations are solved interactively in a feedback mode.

Whether 2-D, or 3-D, in vector format the governing

equations are given by Eqs. (1)–(3).

r~U ¼ 0 ð1Þ

o~U
ot

þ ~U � r~U ¼ � 1

q
gradP þ mr2~U þ~F ð2Þ

oT
ot

þ ~U � rT ¼ k
q � Cpr

2T ð3Þ

where the velocity vector is ~U ¼ ½u v
 for the two-dimen-
sional model and ~U ¼ ½u v w
 for the three-dimensional

one, respectively. The buoyancy force, ~F ¼ g�
b � ðT � T 0Þ, is oriented in the positive y direction due

to the choice of coordinate system. In this study, T0 is

introduced as a reference temperature and is set to the
average value between TH = 25 �C and TL = 35 �C. The
above equations are solved for the geometry shown

in Fig. 4a and b, and the boundary conditions listed in

Table 1(a) and (b), respectively. The working fluid is

water with physical properties measured at 30 �C and

1atm.

The numerical solution uses a commercial CFD

package, FLUENT, which employs a finite volume
method for the discretization of the continuity,

momentum and energy equations. Also for the momen-

tum equations, a second order upwind scheme is used.

The unsteady flow time-marching employs the second

order implicit scheme and a time step of 0.05s. The size

of the time step is chosen based on the total computing
undary conditions for surfaces shown in Fig. 4b

Type

Adiabatic wall

Wall at TL
Wall at TH
Adiabatic wall

Adiabatic wall

Adiabatic wall

Wall at TL
Adiabatic wall

Wall at TH
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time needed to simulate the flow for a period of flow

time, since a larger time step needs more iterations

for each time step. On the other hand, the numerical

results are not sensitive to the time step size at around

0.05s (0.01–0.1 s). The residuals of continuity, momen-

tum, and energy equations are required to be below
10�6, 10�4, and 10�6 respectively, for each time-step

convergence. The under-relaxation factors for mass,

momentum, and energy are set to 0.2, 0.5, and 0.8

respectively. Note that with water as the working fluid,

and based on the enclosure thickness, W, (common

for both the 2-D and 3-D models), the Rayleigh

number, RaW ¼ g�b�DT �W 3

m2 Pr ¼ Gr � Pr, equals 1.77 · 108

which indicates either unsteady laminar, or transitional
flow.

To increase the level of confidence in the numerical

results, grid convergence studies were performed for

both the 2-D and 3-D models. The measure by which

we judged results convergence has been the time aver-

aged heat flux Q, transferred to the fluid from the two

lower HEs together with the magnitude and period of

the fluctuating temperature at the center of the enclo-
sure. These indicators were chosen simply because they

represent the end-results that incorporate the effects of

all other dependent variables at work: ~U ; P ; ~F , and the

heat transfer coefficient. An inspection of Table 2 reveals

that for both the 2-D and 3-D cases, grids #3 present a

difference in the averaged heat flow Q from grids #2 of

only 1.2% and 2.5% respectively. The difference in the

‘‘Averaged Q’’ is now much smaller than the difference
when grids #1 and grids #2 were compared. Further

grid size reduction becomes prohibitive when one weighs

the change in ‘‘Average Q’’ against the computational

time required to achieve even higher resolution with

no added physical insight. Temperature fluctuation con-

vergence difference between grid #2 and grid #3 is also

below 2%. Thus, for the purpose of this study, and tak-

ing into consideration as the CPU time expended in the
respective computations, the authors felt that the results

presented with the configurations of grid(s) #3 are

acceptably converged. All results and discussions that

follow are based on the results of ‘‘grid(s) #3’’.
Table 2

Grid independence obtained for the 2-D simulations and 3-D simulations

Grid #1 Grid #2

Panel (a)

2-D grid density

No. of cells (XY) 50 · 150 100 · 300
Averaged Q (J/s) Q1 = 60.93 Q2 = 64.5

(% Change)/100 (Q2 � Q1

Panel (b)

3-D grid density

No. of cells (XYZ) 40 · 30 · 80 60 · 40 ·
Averaged Q (J/s) Q1 = 66.37 Q2 = 71.5

(% rate of change)/100 (Q2 � Q1
5. Results and discussion

5.1. Heat exchanger surface temperatures

As mentioned in the description of the test section,

the side heater walls are arranged in a symmetric fashion
with respect to the sides of the Plexiglass box. The tem-

perature measurements on the heater surfaces at the

points shown in Fig. 3, support well the previous state-

ment and show the temperature uniformity on the heat

exchanger surfaces. The temperature readings of the

thermocouples are actually the numbers that are used

as temperature boundary conditions inputs for the

numerical models. The horizontal uniformity of the wall
temperatures and its symmetric quality are also excel-

lent. The high quality performance of these heat

exchangers not only ensured a well-controlled experi-

ment, but also helped in obtaining a valid comparison

with the numerical results.

5.2. Three-dimensional numerically generated flow

structures

The flow structures corresponding to the HEs surface

temperature difference (DT = 10 �C) are presented in

Fig. 5a and b. Fig. 5a presents numerically simulated

flow patterns in the symmetry plane Z0 (Fig. 4), while

Fig. 5b presents the corresponding composite of the

experimentally obtained flow vectors. The results stem

from the exercise of the FLUENT three-dimensional
model. On inspection of both figures, one can notice

the coincidence of the major flow formations and of

the locations at which they occur. Thus, on the two

upper heaters, the wall layers are moving downward,

while the two lower HE surfaces generate similar but up-

ward moving wall layers. This situation creates two flow

regions that are on a ‘‘head-on’’ collision path in the ver-

tical median region of the enclosure. This region, clearly
visible in Fig. 5, contains upper and respectively lower

recirculation zones located in an anti-symmetric posi-

tion and occupying most of the their corresponding

halves of the enclosure. The strong central vortex alone,
Grid #3

200 · 600
1 Q3 = 65.29

)/Q1 = 0.058793 (Q3 � Q2)/Q2 = 0.012085

120 90 · 60 · 180
6 Q3 = 73.36

)/Q1 = 0.0794 (Q3 � Q2)/Q2 = 0.0251



Fig. 5. Flow structure inZ0 plane in the enclosure with DT = 10�C: (a)
3-D numerical model (Plane Z0), (b) Experiment. 1a, 1b––downward

moving wall layers, 2a, 2b––upward moving wall layers, 3, 4––vortical

regions.
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occupies almost 1/3 of these zones. Details of both the

numerical and experimental nature of the central zones

are shown in Fig. 6a and b. In the enlarged vector plots

of Fig. 6a, one can see the flow streams formed by the
wall layers. It was visually observed that the streams�
behavior in this central region is unsteady and cyclical

in nature. They were continuously changing their direc-

tions, with the caveat that these changes were contained
Fig. 6. Detailed view of the wall layers and core vortices in the central zone of

taken with exposure time one second. Color shown by liquid crystal particle
in an envelope, and thus the overall nature of the flow

presented in the time snapshots of Fig. 5b and Fig. 6b

are totally representative of the nature of the flow aver-

aged over time. When compared with the fluctuating

streams described heretofore, the wall layers themselves

are quite steady and do not change directions. Fluid
mixing in the wall layers is weak and very limited in ex-

tent. Comparatively, mixing in the central region of the

enclosure is strong due to the unsteady flow streams.

Based on experimental observation, the overall unstead-

iness of the flow in the enclosure seems to be caused by

the ‘‘head-on’’ collision of the up-flowing and down-

flowing wall layers since flow is steady before the colli-

sion (in the wall layers), and streams formed by wall
layer flows, become unsteady after the collision.

5.3. Quantitative comparison between experimental and

numerical data

Fig. 7 presents, the superimposed-experimental velo-

city data in the wall layers and numerical data in the

near wall region at two height locations in the Z0 plane.
One location is at a distance of 1W above the median

plane and the second location is at 2W above the median

plane (W is the width of the enclosure). As described

above, flows are steady in the wall layers and unsteady

in the central region. Fig. 7a, presents a magnified detail

of the experimentally visualized boundary layer and the

immediate adjacent region. Comparison between the

numerical and experimental data is limited to the wall
layers. The four wall layers (1a, 2a, 1b, 2b, Fig. 6a)

are the main driving force of the flow in the enclosure.

From the study of Fig. 7, it can be seen that there is

good agreement between the experimental and numeri-
the enclosure: (a) results of the numerical 3-D model, (b) photo of flow

s.



Fig. 7. Velocities in the downward wall layers and comparison

between numerical and experimental data. (Color photo shows the

cold, downward moving boundary layer and the immediate adjacent

hot core).

Fig. 8. Temperature across the enclosure, wall layers and the central

region: (a) obtained with the 3-D model and DT = 10�C, (b)

experimental photo with color shown by liquid crystal particles.
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cal data for the boundary layer velocity. Further com-

parison to Fig. 7a reveals also good overall qualitative

agreement with the velocity fields of Fig. 5.

5.4. Temperature distribution in the enclosure

The temperature distributions presented herein were

obtained with the same 3-D thermo-fluid numerical
model used for the determination of the velocity fields.

Just like for the velocities discussion, the temperature

patterns, Fig. 8, are presented in the Z0 plane at the

same two height locations used in Fig. 7 plus the corre-

sponding symmetrical locations below the median plane.

One can see from Fig. 8, as well as from Fig. 6b (temper-

ature levels indicated by liquid crystal color) that while

the temperature in the central regions is quite uniform,
large temperature gradients exist in the wall layers.

The flow in the wall layer appears to be steady and

two-dimensional (with no heat transfer and mixing in

the Z direction) with the heat transfer mechanism across

the wall layers controlled by molecular diffusion. As

mentioned, in the central region, flow is unsteady and

eminently three-dimensional. Heat transfer and mixing

in the central region is much more effective than the dif-
fusion process in the wall layer. The former, which occu-

pies about 90% of the space in the enclosure, exhibits a

rather uniform temperature; thus these regions act as
heat reservoirs that supply heat to, (in the upper half)
or receive heat from (in the lower half) the wall layers.

The use of the liquid crystals for temperature evalua-

tions used in the context of this paper is only qualitative

in nature. The liquid crystals have a range width of 4 �C,
during which they change color from red (28�C) to blue

(32 �C) going through all colors of the spectrum. As one

can see from Fig. 6b, Fig. 7a and Fig. 8b, the hot and

cold temperatures regions are shown clearly by the
changes in colors.

It is notable that the average temperature in the cen-

tral region of the upper half, as plotted in Fig. 8a, and

shown by the liquid crystals in Fig. 8b is higher than

the average temperature of the lower reservoir. At the

same time the wall layers in the lower half have a higher



Fig. 9. Comparison of flow profiles obtained with the numerical (a) 2-

D and (b) 3-D models.
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temperature (mostly blue in color) than the central core

(reddish in color), while the situation is reversed in the

upper half. This distribution of temperatures appears

somewhat counterintuitive at first, but judged in the

context of the flow patterns exhibited by Figs. 5 and

6a is completely justified. Thus, one can see that the
hot wall layers generated in the bottom half are driven

by buoyancy upward and across the middle section fill-

ing the upper central core with hot fluid; the opposite

process takes places with the cold wall layers borne

along the surfaces of the upper, colder heat exchangers

walls. They too, cross the middle section into the lower

central core and fill it with the colder fluid. This process

continues uninterrupted with the wall layers acting in a
steady manner while the mixing in the central cores is

highly periodic. This periodicity in itself is the actual en-

gine of the ‘‘push–pull’’ phenomenon that takes place in

the central core region between the lower- and the

upper-halves. One must emphasize that the flow repeats

itself qualitatively, but the size of the structures changes

between cycles.

5.5. The 2-D simulation and comparison with the 3-D

results

The two-dimensional model assumptions are dis-

played in Table 1(a). They are identical (for the corre-

sponding faces) to the boundary conditions used in the

three-dimensional simulation, as shown in Table 1(b).

Fig. 9a and b show on a comparative basis the flow pat-
terns resulting from the exercise of the 2-D, FLUENT

model, and the 3-D flow model respectively (see also

Fig. 6a (plane Z0)). This case-study is for a

DT = 10 �C. On inspection, it can be seen that the two

models result in the same overall flow patterns. Thus,

one can observe the formation of the same wall layers

on each of the HE walls, as well as similar respective

recirculation zones associated with the central stream
flow in the lower- and upper-half respectively. The main

difference though, resides in the strength and size of the

recirculation vortices as well as the resulting ‘‘communi-

cation channel’’ between the lower and upper halves. As

already discussed in the 3-D case, the circulation be-

tween the lower- and upper-half is interdicted by the size

(width) of the respective recirculation zones, a fact that

results in a redirection of the flow in the third direction
(Z). In the 2-D case the third direction is missing, thus

forcing the flow to move exclusively in an (X–Y) plane.

Consequently, the recirculation vortical zones are nar-

rower, but oblong, and there is strong communication

between the lower and upper half.

Since in the 2-D model contribution to mixing in the

Z direction is neglected, it becomes evident that the un-

steady 3-D flow would cause stronger mixing in the
median enclosure region than the one predicted by the

2-D model. Correspondingly, the 2-D model prediction
of the total heat transfer rate from the two lower heaters

to the two upper heaters is lower than that of the 3-D

model by approximately 11%, as can be seen from a

comparison of the ‘‘Average Q’’ between Table 2(a)

and (b).

As a partial conclusion, we can state that the 3-D

effect is important and neglecting flow in the Z direction

makes the 2-D model prediction only an approximation
to the real flow. However, when comparing the overall

effect of the heat transfer in the enclosure, the prediction

by the two-dimensional model is only 11% lower than

the three-dimensional simulation. Considering the pro-

hibitive computing time required by the 3-D cases, 2-

D models can still be used to obtain a reliable guiding

first approximation.

5.6. Numerical parametric study

The 3-D numerical model was validated by our exper-

imental data, and the comparison with the 2-D model

showed that one can rely on the latter for predictions



Fig. 11. Flow patterns with various aspect ratios: (a) aspect

ratio = 2.4, (b) 12, (c) 14.5, (d) 29.
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underlying the 3-D true nature of the flow. As a conse-

quence we shall proceed further with a numerical para-

metric study carried out with the 2-D model only.

The first parametric study varies the aspect ratio by

keeping the height of the enclosure, H, constant while

varying its width W. Fig. 10 presents the heat transfer
coefficient a based on the total heater transfer area,

a ¼ Q
A�DT , where A is the surface area of the two lower

HEs. For this parametric study, DT is kept at 10 �C.
The simulation plotted in Fig. 10 was checked for grid

independency resulting in a choice of grid density of

100 (W) · 400 (H).

At low aspect ratio (H/W < 10), the heat transfer

coefficient and the average heat flux based on the heater
surface area change only slightly. Overall flow patterns

show sepearate wall layers on each of the four HE sur-

faces. Compared with the width of the chamber, the

thickness of the wall layers are still very small and do

not interact with each other across the enclosure. The

central stream traveling between the lower and the

upper halves of the enclosure and the recirculation zones

still occupy most of the chamber. As a result the resist-
ance to heat transfer is encountered mainly in the wall

layers. Fig. 11a shows the flow pattern for the aspect

ratio H/W = 2.4. The flow patterns exhibited by this

figure remain qualitatively the same as long as H/

W < 10. The characteristic length for this configuration

is the height of one heat exchanger, L.

As the aspect ratio increases past 10, (10 < H/

W < 20), the boundary layers on the opposite walls start
to interfere with each other near the median region. This

interference changes significantly the heat exchange

process between the heaters and the fluid. Since, as Fig

11b, c and d show, the stream separating the wall layers

and convecting heat from the lower to the upper cham-

ber is throttled more and more, the resistance to heat

transfer increases in each one of the enclosure�s halves.
With it, the difference between the bulk fluid tempera-
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Fig. 10. Heat transfer coefficient for various aspect ratios with the

enclosure height kept the same.
ture and the wall temperature decreases as well. This sit-

uation is conducive to much smaller heat transfer

coefficients as proved by the dramatic drop in the heat

transfer coefficient, a, in Fig. 10 (segment (bcd) of the

curve). In this range of aspect ratios, the heat transfer

depends on both the width of the chamber and the

height of the heaters. Thus an appropriate length scale

is a combination of these two dimensions, something
akin to a hydraulic diameter.

For aspect ratio H/W = 12, Fig. 11b shows that the

recirculating flow cells start forming in the median sec-

tion and are large enough to occupy the entire space be-

tween the wall layers. As a result, the communication

between the lower and upper chambers is cut off and a
drops from point (b) to (c), Fig. 10. As the aspect ratio

continues to increase to H/W = 14.4, the number of
recirculating flow cells increases as well, occupying al-

most the entire chamber, Fig. 11c.

Further increase in the aspect ratio H/W > 20 will

lead to a different flow pattern in the chamber. The wall

boundary layers on the four heater surfaces do not have

the necessary space to properly develop before reaching

the median section. The anti-symmetric flow pattern is

replaced by a multi-cell pattern ‘‘only’’, located in the
chamber median plane and the fluid away from it is al-

most in a state of stagnation. Heat transfer by convec-

tion across the horizontal median plane ceases

completely. It is apparent that the heat transfer follows

through a conduction process across the cross section

(XZ plane). In this case the width of the chamber
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becomes the characteristic length scale. Fig. 11d shows

the flow pattern for aspect ratio H/W = 29.

Two issues are the most important for crystal growers

and autoclave designers. The first requires the enclosure

to have at least two temperature zones: for example, the

simplest configuration will have the lower-half at higher
temperature and the upper-half at a lower temperature.

The second pertains to the fluid exchange rate and flow

regime between the two halves since the fluid exchange is

instrumental in the transport of the nutrient and the

subsequent mass transfer. From Figs. 10 and 11, one

can see that at a low aspect ratio (H/W < 10) the domi-

nating temperature gradients (or heat transfer resist-

ance) are at the wall. The center region is at a relative
uniform temperature, which indicates that the two tem-

perature zones are not yet established. At the high as-

pect ratio (H/W > 20) however, the fluid exchange

between the two halves is blocked by the circulation

zones at the median height. The aspect ratio range that

can separate the temperature zones and at the same time

can provide a fairly high fluid exchange rate is from H/

W = 10–20. Thus, the combination of qualitative and
quantitative knowledge yielded by Figs. 10 and 11 can

give reactor designers solid guidance towards preferable

geometric ratio ranges.

The second parametric study involves choosing three

aspect ratios that are kept constants (2, 4.83, and 8

respectively), while changing parametrically the height

H (or scale) of the enclosure. This particular choice of

aspect ratio will help verify that, in this range, (H/
W < 10), the hypothesis of having the height of the heat

exchangers as the characteristic length scale is the cor-

rect one. The cases considered for this study are detailed

in Table 3. For each aspect ratio, cases with various

chamber heights are simulated with the previously vali-

dated numerical model. The non-dimensional parame-

ters, NuL and RaL are plotted in Fig. 12. NuL is

defined by NuL ¼ a�L
k where L is the height of the heat ex-

changer and k is the conductivity of the fluid. Corre-

spondingly RaL is defined by RaL ¼ g�b�DT �L3
m2 Pr where

DT is the temperature difference between the upper hea-

ter and the lower heater surfaces and Pr is the Prandtl

number of the fluid. One can see from the figure that

the relation between NuL and RaL follows a smooth

curve for all three aspect ratios, with no discontinuities.

That gives credence to the correctness of our earlier
Table 3

Numerical parametric study for three different aspect ratios (H/W)

Aspect ratio H/W = 2 4.833 8

Height of the chamber

H, in meter

0.0516 0.0368 0.0663

0.110 0.0737 0.147

0.221 0.184 0.295

0.516 0.368 0.663

0.921 0.737 1.29

1.47
assumption regarding the characteristic length for

H/W < 10.
6. Conclusions

Flows in an enclosure with two sidewalls differentially

heated (lower part heated and upper part cooled) are

studied experimentally and numerically. The three-

dimensional flow structures numerically modeled agree
well with the experimental results. It was found that

the two-dimensional model predicts qualitatively the

same overall flow pattern but with a lower total heat

transfer rate because flow in the third direction is ne-

glected. The main components of the flow are the wall

layers, which represent the driving flow that causes recir-

culating vortical patterns, and cross-flows between the

lower and upper cores of the enclosure. It was deter-
mined that for this physical configuration, with the

height of the chamber being kept constant, when the as-

pect ratio is less than 10, the characteristic length is rep-

resented by the height of the heater. When the 10 < H/

W < 20, the characteristic length appears to change to

a dimension that is akin to the hydraulic diameter and

when H/W > 20, the width of the enclosure becomes

the characteristic length. As the characteristic length
changes, so does the nature of the flow and associated

heat transfer in the chamber (Fig. 10). When the thick-

ness of the wall layer is very small compared to the

width of the chamber, convective effects dominate. If

the boundary layers start to interfere with each other,

flow communication between the lower and upper

halves may cease, and eventually as H/W increases, con-

duction may become the preferred mode of heat trans-
fer. Most importantly, it has to be noted that the

nature of the flows is unsteady for the DT and Ra

number chosen, and that cessation of flow circulation
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between the lower and upper halves for DT = 10 �C will

be very unfavorable to the crystal growth process. These

findings can be used directly by the autoclave designer in

his quest for an environment that fosters favorable

velocity and temperature gradients.
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